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Based on the genetic algorithm (GA), a new genetic probability decoding (GPD) scheme for forward error correction (FEC)

codes in optical transmission systems is proposed. The GPD scheme can further offset the quantification error of the hard

decision by making use of the channel interference probability and statistics information to restore the maximal likelihood

transmission code word. The theoretical performance analysis and the simulation result show that the proposed GPD

scheme has the advantages of lower decoding complexity, faster decoding speed and better decoding correction-error

performance. Therefore, the proposed GPD algorithm is a better practical decoding algorithm.
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The forward error correction (FEC) technique has been used
in optical transmission systems to compensate for the transmi-
ssion quality degradation from noise and pulse distortion-?!.
Since fiber channel has a high signal to noise ratio (SNR), it
requires the channel output to have low bit error rate (BER)
and high code ratel'*. So the research on the error correction
decoding algorithm for FEC codes with low complexity, fast
and efficient decoding performance is always a hot topic,
and the operation speed and implementation complexity of
the decoder have become the key to the application of FEC
codes 1%, Currently, the genetic algorithm (GA) is a con-
cerned optimization algorithm!''-3], Refs.[12] and [13] stud-
ied the use of genetic algorithm in error correction code de-
coding scheme to accelerate the decoding speed.

A new genetic probability decoding (GPD) scheme based
on GA for the FEC codes in optical transmission system is
proposed in this paper. This algorithm can greatly reduce the
complexity of probability decoding and improve the decod-
ing speed by combining the efficiency and operability of GA
with the accuracy of the probability decoding.

GA is an adaptive probabilistic optimization technique
based on biological genetic evolutionary mechanisms to op-
timize complex systems. It simulates the natural process of
genetic recombination and evolution, similar to natural
selection, crossover and mutation to get the final optimiza-

tion result after repeated iterations? !

1. In a specific imple-
mentation process, GA imposes genetic manipulation on in-
dividuals in a group to achieve the restructuring of the itera-
tive process within the group based on a fitness function!!"-2,
In repeated iterations, individuals in a group (solution of the
problem) are able to be optimized, and the generation is
gradually approaching the optimal solution. The basic GA

can be expressed as:

GA=(CEP M, I'T,¥), M

where C stands for coding method for individual, E is the
individual fitness evaluation function, P, is the initial group,
M represents the size of groups, @ is selection operator, I"is
crossover, ¥is the mutation operator, and 7'is genetic termi-
nation condition.

GA inherits the natural parallelism in the evolution
process, and a large number of species evolve forward inde-
pendently through natural selection, crossover and mutation,
allowing the GA to evaluate multiple solutions in the search
space simultaneously and enhancing the speed of problem
solving greatly. Moreover, the GA uses probabilistic transi-
tion rules to guide the search direction, so individuals can
change constantly to make the group move in the best direc-
tion of evolution, which is called heuristic search with high
quality of problem solving!'>13],
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From the above description, we can see it will be very
efficient to take advantage of the intrinsic parallel properties
of GA to eventually restore the optimal transmitted code word.
And decoding complexity will be reduced greatly due to the
stable population size of search space, which is almost not
affected by the number of symbols. Therefore, the new GPD
based on GA is worthy of further study.

The flowchart of GPD algorithm is shown in Fig.1. The
implementation process of the algorithm is described as
follows:

(1) Get a credibility sequence o and a hard decision sequ-
ence R from the received sequencer;

(2) Generate 2%” correct sequences 7 with the same length
as received sequence based on the corresponding location (p,,
D,» P+--) 0f d,/2 lowest credibility symbols in the credibility
sequence o , where the location (p,, p,, p.,...) of the correct
sequence is replaced by 1 simultaneously or respectively;

(3) Generate candidate sequences A on the basis of the
hard decision sequence R and correct sequence 7

(4) Use GA to generate a sequence with the most likeli-
hood to the received sequence, according to the candidate
sequence 4, following these steps:

a. Population initialization: The candidate sequence 4
is set as GA initial population;

b. Individu%ll fitness assessment: Take correlation function

Ay, w)y=Yv-w 2)

as the genetic fitness function to calculate the fitness of indi-
vidual populations to generate the initial population, where v
represents the received sequence which hasn’t been hard-
decided and w represents the candidate sequences;

c. Natural selection: Select appropriate genetic individu-
als based on the individual’s fitness with roulette wheel se-
lection or other methods from the initial population. The
higher the individuals’ fitness is, the greater the selected prob-
ability will be;

d. Crossover: Generate new individuals by cross-match-
ing the selected individuals. Crossover methods include one-
point crossover and multi-point crossover. In this study, one-
point crossover is selected, and the crossover rate is set to 0.9
(Block diagram is shown in Fig.2.);

e. Genetic mutations: Select individuals randomly from
the new individuals generated in process d to conduct muta-
tion operation, namely, certain symbol in the individual will
turn from 0 to 1 or 1 to 0 as shown in Fig.3. Mutation rate in
this study is set to 0.025;

f. Genetic termination: When the genetic number of gen-
erations reaches the preset genetic termination value, the in-
dividual with highest fitness in the last generation will be
taken as output of the GA; if not, jump to step c. The genetic
number of generations in this study is set to 20;
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Fig.1 Flow diagram of probability decoding based on GA
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the error correction hard decision decoder to conduct the error
correction decoding, the final decoding result is got.

As can be seen from the above description of GPD alg-
orithm, the GA’s search space is only associated to popula-
tion size which remains stable, whereas the population size
is up to the minimum Hamming distance of code word, which
means its search space won’t expand exponentially with the
code length. Although the GPD algorithm requires additional
operations of selection, crossover and mutation, the compu-
tation of them can be ignored compared with the related op-
erations of error-correction hard decision and probability
decoding. As can be seen, the complexity of the GPD algo-
rithm has a significant reduction compared with the tradi-
tional probability decoding algorithm, since the minimum
Hamming distance is far less than the length of a code word.
In this paper, the amount of computation of addition and mul-
tiplication needed in the algorithm is proposed to analyze
the complexity of GPD algorithm. The complexity compari-
son of GPD, sub-optimal decoding algorithm (Chase2) and
MLD related to linear block code (1, &, d,,, f) is shown in Tab.1,
where gen means the genetic number, d, is the minimum Ham-
ming distance, and ¢ is the error correction ability. Taking
BCH code (63, 36, 11, 5) for example, the result is given in
Tab.2.

Tab.1 Complexity comparison of GPD, Chase2 and MLD

Complexity MLD Chase2 GPD
Algorithm
Multiplication 2 2%p2nt(ntr)  24EDX gen X n+2t(nt)
calculation
Addition 2"(n—1) 24%(n-1)+ 220X gen X (n—1)+

calculation n(2nt+2£-t) 26(n+t)-t+n

Tab.2 Complexity comparison of GPD, Chase2 and MLD
with BCH (63, 36)

Complexity
Algorithm MLD Chase2 GPD
Multiplication
calculation 5.8 X 10* 44856 20840
Addition
5.7 X 102 44509 20578

calculation

From the above analysis, we can see that the computa-
tion of the GPD algorithm is moderate, its complexity is much
lower than that of the traditional probability decoding algo-
rithm and is better than the traditional sub-optimal decoding
algorithm.

Traditional probability decoding algorithms, such as MLD
and Chase2, require to search object code word in the corre-
sponding candidate code word space one by one, taking a lot
of time, while the GPD algorithm inheriting the GA’s paral-
lel search capability can search the object code word inde-
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pendently and parallelly, which is very efficient. In addition,
during the entire process, the GPD algorithm only needs one
time of error correction hard-decision, which is supposed to
take a lot of decoding time. As a result, the efficiency to achieve
the target code word is greatly enhanced, so the overall de-
coding speed will be improved.

This section will discuss the decoding simulations of
primitive BCH code (63, 36) under binary phase shift keying
(BPSK) modulation and additive white Gaussian noise
(AWGN) channel. For the purpose of performance comp-
arison, the paper also simulates that with Chase2 and MLD
decoding. In Fig.4, R represents the hard-decision result, BER
is for the bit error rate, and EbNO (dB) is on behalf of SNR.

10 —e—GPD (63. 36)
—&—Chase2 (63, 36)
107 —5—MLD (63, 36)

—R

1 2 3 4 5 6 7 8 9 10

EbNO (dB)
Fig.4 Simulation results on decoding performance of dif-
ferent algorithms for BCH (63, 36) code

From Fig.4 we can see bit error rate of the hard-decision
output can be reduced in various degrees by operating dif-
ferent decoding algorithms on it. For example, when the bit
error rate is 10, MLD algorithm gains about 5.0 dB over
the hard-decision output, GPD algorithm gains about 2.5 dB,
and Chase2 algorithm gains about 2.3 dB. As can be con-
cluded, MLD algorithm has the best error correction
performance, followed by the GPD algorithm which is slightly
better than Chase2 algorithm. Although the GPD algorithm
can not obtain the gain as large as that of the MLD algorithm,
MLD algorithm’s calculation is too much to be suitable for
practical application. What’s more, the GPD algorithm can
gain the same performance with traditional Chase2, while its
complexity is only half of the latter. From the above analysis,
it can be concluded that the GPD algorithm is an error cor-
rection decoding method with superior performance.

A new decoding algorithm of GPD for FEC code in opti-
cal transmission system based on GA is proposed. This algo-
rithm takes full advantage of channel statistical information
to further optimize the received sequence to restore the trans-
mission information with high credibility. From the theoreti-
cal analysis and simulation results, the GPD algorithm pre-
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sented in this paper is a lower-complexity decoding algo-
rithm with high decoding speed and superior error correction
performance. What’s more, the GPD algorithm discussed in
this paper is for block codes, which needs to predict the trans-
mission code word’s minimum Hamming distance. If the pat-
tern is modified to generate the candidate code word accord-
ing to the characteristics of other code, the GPD algorithm can
be further extended to decoding for more types of codes.
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